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ABSTRACT
Since the increasing complexity of deep learning models, tensor
decomposition is one of the promising solutions that reduce com-
putational complexity in deep learning models. By decomposing
a convolution layer with a large weight tensor into multiple lay-
ers with smaller weight tensors, tensor decomposition can reduce
the number of operations and weight memory spaces. However,
existing tensor decomposition schemes face difficulties in reduc-
ing peak memory usage of the entire inference. The decomposed
layers produce the reduced-sized tensors during inference, but the
reduced tensors should be restored to their original sizes due to skip
connections and non-decomposed activation layers between the
decomposed layers. To reduce the peak memory usage of the end-to-
end inference of the decomposed models, this work proposes a new
tensor memory optimization scheme and its prototype compiler,
called TeMCO. TeMCO replaces the original internal tensors used
in the skip connections with reduced internal tensors derived by
the decomposed layers. In addition, TeMCO fuses the decomposed
layers and the non-decomposed activation layer and thus keeps the
reduced internal tensors produced without restoring them. Thanks
to the optimizations, this work reduces memory usage of internal
tensors by 75.7% for 10 models of 5 deep learning architectures.
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• Software and its engineering→ Compilers; • Computing
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1 INTRODUCTION
As deep learning models become increasingly complex, model com-
pression techniques have been devised to reduce the computational
overheads of deep learning inferences. The model compression
schemes, such as pruning [9, 22, 23], quantization [12, 21, 41, 49],
knowledge distillation [6, 25, 40, 47], and tensor decomposition [10,
16, 28, 29, 39, 42–46], reduce the size and computational complexity
of models while maintaining a high level of accuracy.

Existing works [16, 29, 42–45] employ tensor decomposition
techniques in deep learning models to reduce the number of op-
erations needed to perform convolutions with marginal accuracy
drop. Tensor decomposition [10, 28, 39, 46] reduces computational
complexity by using mathematical techniques, decomposing a con-
volution into a composition of smaller convolutions. Since tensor
decomposition factorizes a large-weight tensor of an original convo-
lution into several smaller-weight tensors, a convolution sequence
of these tensors produces an output that is approximately equiva-
lent to the output of the original convolution. Consequently, the
existing works replace convolution layers in the original model
with decomposed convolution sequences, which generate the same
output tensor shape as the original convolutions.

Although tensor decomposition effectively reduces the number
of operations, existing techniques miss a crucial opportunity to
reduce peak memory usage. Peak memory usage is critical since it
can affect the restriction of running a deep learning model fitting
into the DRAM capacity of a GPU and can hamper researchers’
flexibility to study machine learning algorithms [32]. Decomposed
convolution sequences generated by tensor decomposition can tem-
porarily produce reduced-sized tensors inside. However, because
the internal tensor that holds the input and output of the decom-
posed convolution sequences retains the same size as in the original
convolution, the peak memory usage remains unchanged. There-
fore, tensor decomposition cannot reduce peak memory usage due
to the internal tensors.

Furthermore, reducing the peak memory usage of a decomposed
deep learning model becomes a more challenging problem when
considering deep learning models with skip connections [8, 11, 34].
The skip connections preserve the output of a block and are later
used as input for distant layers. In this case, the reduced tensors
should be restored to their original sizes for the skip connections
and reserved in memory. Therefore, models with skip connections
occupy significant memory space to preserve these tensors during
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inference, resulting in a decomposed model exhibiting a similar
memory usage trend as the original model.

To effectively reduce memory usage in the inferences of tensor-
decomposed models, this work proposes TeMCO: Tensor Memory
Compiler Optimization across tensor decompositions in deep learn-
ing inference.Wemake a key finding that compiler optimization can
effectively transform decomposed models by substituting reduced
tensors for internal tensors. First, TeMCO replaces the uses of the
original tensors with the reduced tensors in the skip connections,
copying the restore layers at the end of the connections. Second,
TeMCO fuses non-decomposed activation layers and decomposed
convolution layers. The fused layers do not allocate the input and
output internal tensors and perform computations only with the
reduced tensors. Consequently, these compiler transformations al-
low the reduced tensors in the decomposed sequences to be fully
utilized without restoration throughout the whole inference.

This work evaluates the prototype TeMCO compiler using 10
models of 5 deep learning architectures, which includes image clas-
sification with convolution-based deep learning models [17, 37]
and the models with skip connections [8, 11] and image segmen-
tation with UNet [34]. This work compares the performance with
baseline Tucker-decomposed models [39], applying optimizations
of TeMCO. The evaluation results show that TeMCO successfully
reduces peak memory usage of internal tensors by 75.7%, with from
1.08× to 1.70× inference time overheads in batch sizes. Further-
more, the TeMCO’s optimizations do not drop the accuracy of the
decomposed models.

Contributions of this work are:

• TeMCO’s compiler optimization scheme that reduces peak
memory usage of internal tensors in tensor-decomposed
model inference,
• skip connection optimization that replaces tensors in skip
connections with the precedent reduced tensors,
• and layer fusion that fuses non-decomposed activation lay-
ers with decomposed convolution layers to utilize reduced
tensors throughout the model inference.

2 BACKGROUND & MOTIVATION
In this section, we introduce more details of widely-used tensor
decomposition techniques (Section 2.1) and provide a more precise
analysis of peak memory usage in the decomposed deep learning
models (Section 2.2). Based on this analysis, we propose motivations
and ideas for reducing peak memory usage in the decomposed
models (Section 2.3).

2.1 Tensor Decomposition
Tensor decomposition, such as Canonical Polyadic (CP) decom-
position [10], Tucker decomposition [39], and Tensor-Train (TT)
decomposition [28] decomposes a weight tensor of a convolution
layer into low-ranked factor matrices and core weights. Figure 1
shows how each tensor decompositions decompose a tensor into
small tensors. The first and the last weight tensors are 2D factor
matrices, and the shapes of the core weight tensors depend on the
tensor decomposition methods. The multiplication of the decom-
posed weight tensors approximates the original weight tensor.
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Figure 2: A tensor decomposition example on a convolution
layer

We can construct a decomposed convolution sequence that mimics
the original convolution layer using these decomposed tensors.
Figure 2 shows the original convolution layer and the decomposed
convolution sequence constructed by tensor decomposition. The
first and the last tensors in Figure 1 become the weights of the 1× 1
convolution layers in Figure 2b, respectively, and the core tensor(s)
in Figure 1 are the weight(s) of the core convolution layer(s) in
Figure 2. Note that the core convolutions are various in the types
of tensor decomposition, but the first and last convolution layers
are consistent among tensor decomposition methods.

The channel 𝐶 of the input tensor reduces to 𝐶1 after being
convoluted by the first decomposed convolution layer. Then, the
core convolutions perform a small-sized convolution, generating a
reduced internal tensor with channel size 𝐶2. The last decomposed
convolution layer restores the channels of the reduced internal
tensor from 𝐶2 to 𝐶′, which is the channel size of the original
output. Here, the first and the last convolution layers play a key
role in reducing and restoring internal tensors. In the remainder of
the paper, we alias the first convolution layer as fconv, the last
convolution layer as lconv, and call the internal tensors within
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a decomposition sequence (Reduced1, Reduced2 in Figure 2b) as
reduced tensors.

Previous work [42, 44, 45] shows that tensor decomposition re-
duces FLOPS and inference time of deep learning models. However,
their scheme does not reduce the peak memory usage by internal
tensors. The following analysis shows the limitations of the tensor
decomposition schemes on the point of memory efficiency.

2.2 Peak Memory Usage Analysis
As the initial step of analyzing peak memory usage overheads,
this work analyzes the peak memory usage of tensor-decomposed
sequences in Figure 3. The peak memory usage of a model infer-
ence consists of the memory usage by two types of tensors: weight
tensors and internal tensors. Weight tensors save a model’s weight
parameters. On the other hand, internal tensors hold intermediate
results, such as feature maps and skip connections throughout the
model inference.

For the weight tensors, deep learning frameworks [1, 30] load
the whole weight tensors at the beginning of model inference. The
size of the weight tensors in the two convolution layers (Figure 3a)
is as follows in Equation (1):

𝐶𝐶′𝐾2 +𝐶′𝐶′′𝐾 ′2 (1)
Here, tensor decomposition can reduce the memory usage of

the weight tensors by setting the channel sizes of reduced tensors
smaller than the sizes of the original tensors. The size of weight
tensors in the decomposed convolution sequences (Figure 3b) is as
follows in Equation (2):

𝐶𝐶1 +𝐶1𝐶2𝐾2 +𝐶2𝐶′ +𝐶′𝐶3 +𝐶3𝐶4𝐾2 +𝐶4𝐶′′ (2)
On the point of internal tensors, the deep learning frameworks [1,

30] dynamically allocate and free the memory spaces of the internal
tensors. In other words, the frameworks allocate only the internal
tensors required by the currently running layer and free the tensors
that will not be used in future inference. Therefore, the peak mem-
ory usage of the internal tensors can be calculated as the maximum
of each layer’s input plus output tensor sizes. The peak memory us-
age by the internal tensors in the two convolution layers (Figure 3a)
is as follows in Equation (3):

𝑀𝐴𝑋 (𝐶𝐻𝑊 +𝐶′𝐻 ′𝑊 ′, 2𝐶′𝐻 ′𝑊 ′, 𝐶′𝐻 ′𝑊 ′ +𝐶′′𝐻 ′′𝑊 ′′) (3)

However, tensor decompositions cannot reduce the peak mem-
ory usage of the internal tensors because of the non-decomposed
activation layer. The peak memory usage by internal tensors in
the decomposed convolution sequences (Figure 3b) is as follows in
Equation (4):

𝑀𝐴𝑋 (𝐶𝐻𝑊 +𝐶1𝐻𝑊 , 𝐶1𝐻𝑊 +𝐶2𝐻 ′𝑊 ′, 𝐶2𝐻 ′𝑊 ′ +𝐶′𝐻 ′𝑊 ′,
2𝐶′𝐻 ′𝑊 ′, 𝐶′𝐻 ′𝑊 ′ +𝐶3𝐻 ′𝑊 ′, 𝐶3𝐻 ′𝑊 ′ +𝐶4𝐻 ′′𝑊 ′′,
𝐶4𝐻

′′𝑊 ′′ +𝐶′′𝐻 ′′𝑊 ′′)
(4)

Tensor decomposition sets the channel sizes of the reduced in-
ternal tensors (𝐶1 to 𝐶4) are smaller than the sizes of the origi-
nal tensors (𝐶 to 𝐶′′). Therefore, the Equation (4) is reduced to

2𝐶′𝐻 ′𝑊 ′. The peak memory usage by internal tensors in Equa-
tion (4) is similar to the usage in Equation (3), and the peak memory
usage 2𝐶′𝐻 ′𝑊 ′ comes from the internal tensors (Output1 and In-
put2) of the activation layer. Therefore, the internal tensors used
by the non-decomposed activation layer take a large portion of the
peak memory usage of inference in Figure 3b.

2.3 Motivation
The existing tensor-decomposed model misses an opportunity to
reduce the peak memory usage of the internal tensor, even though
tensor decomposition generates tensors with reduced-sized chan-
nels in decomposed convolution sequences. Due to skip connections
and activation layers, the reduced tensors should be restored to their
original channel sizes. To demonstrate the effect of skip connec-
tions and activation layers, Figure 4 shows the memory usage of
the internal tensor in both the original and the decomposed models
using Tucker decomposition [39]. Figure 4a and Figure 4b depict
the memory usage during 4-batch inference with UNet [34] and
VGG-16 [37], respectively.

In Figure 4a, thememory usage of skip connections takes 76.2% of
the peakmemory usage by internal tensors in the UNet-decomposed
model. The UNet structure is an hourglass shape with skip connec-
tions horizontally connecting the downsampling and upsampling
blocks. In the decomposed model inference, decomposed convolu-
tion sequences in the downsampling blocks restore reduced tensors
to their original sizes, and the model leaves the original tensors
in the skip connections. These original tensors reside until the
upsampling blocks consume them. Therefore, memory usage by
skip connections in the decomposed model is similar to that of the
original model.

On the other hand, the memory usage by internal tensors peaks
at the computation of non-decomposed activation layers in VGG-16,
as shown in Figure 4b. VGG has a linear sequence of convolution,
activation, and pooling layers. Decomposed convolution sequences
in the VGG-decomposed model reduce the internal tensor sizes
when performing core convolutions. However, the sequences soon
restore the reduced tensors to their original sizes to be processed in
non-decomposed activation layers. Therefore, the peak memory us-
age by non-decomposed layers in the decomposed model is similar
to the peak in the original model.

To solve this problem, a new optimization is needed to transform
a decomposed deep-learning model to use only reduced tensors as
depicted in Figure 5. Figure 5 displays the optimized convolution
sequence consisting of reduced tensors, achieved by fusing the lconv
1 and ReLU with the fconv 2, and removing Output1 and Input2
from Figure 3b. Since Figure 3b did not contain the skip connections,
the solution needs more detailed steps about skip connection.

In detail, this work proposes TeMCO consisting of two important
tensor memory compiler optimization. First, TeMCO suggests skip
connection optimization. Initially, TeMCO examines the program
dependence graph of the internal tensors in the skip connections
and identifies predecessor reduced tensors. Then TeMCO substi-
tutes the original tensors with the reduced tensors within the skip
connections, adding restorations of the reduced tensors at the end
of skip connections. Second, TeMCO fuses non-decomposed ac-
tivation layer with two decomposed convolution layers as same
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Figure 3: A tensor decomposition example on convolution layers alongside non-decomposed activation layer
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Figure 4: The memory usage by internal tensors of UNet and
VGG-16 with batch size 4, RTX 4090

as Figure 5, and the fused layer performs computations only with
reduced tensors. The restorations of skip connections can also be
hidden in the fused layers by applying further transformations.

Note that TeMCO transforms the decomposed model while pre-
serving the original semantics. Therefore, the optimizations main-
tain the accuracy of the decomposed models. For example, previous
work [42, 45] proposes training algorithms for decomposed models
with high accuracy. If a tensor decomposition scheme provides a
pre-trained decomposed model, TeMCO can reduce the peak mem-
ory usage of inference while preserving its model’s accuracy.

3 DESIGN AND IMPLEMENTATION
This work proposes TeMCO that optimizes tensor-decomposed
models to reduce memory usage by internal tensors. TeMCO’s op-
timization procedure (Figure 6) consists of two main components.
The first component is skip connection optimization (Section 3.1)
that replaces skip connections with reduced tensors. The second
component is activation layer fusion (Section 3.2) that fuses non-
decomposed activation layers with neighboring lconv and fconv.
TeMCO further applies layer transformations (Section 3.3) that opti-
mize concatenations and lconv layers in skip connections.

3.1 Skip Connection Optimization
TeMCO optimizes skip connections to reduce the peak memory
usage of the decomposed model. In Algorithm 1, skip connection
optimization consists of the following steps: 1) find skip connec-
tions with tensor liveness analysis results, 2) identify predecessor
reduced tensors and restore layers, 3) calculate computation and
memory overheads of copying restore layers, 4) andmove the copied
layers before the uses of the skip connection and replace the skip
connection with the reduced tensor.

First, to find skip connections in a model, TeMCO analyzes layers
of the model from start to end and calculates the liveness of the
tensors (Lines 11 to 16) in Algorithm 1. The tensor liveness analyzer
records the first definition of a tensor and the last use of the tensor.
With this begin and end information, the compiler measures the
lifespan of the tensor (Line 18) and identifies skip connections. In
Figure 7a, TeMCO recognizes tensor b as a skip connection.

With the skip connections, TeMCO finds predecessor reduced
tensors and restore layers in Algorithm 2. The FindReduced func-
tion (Lines 17 to 33) recursively traverses predecessors of a skip
connection and returns the restore layers in order. The order of
the layers is determined with the Compare function (Lines 8 to 9).
Since the execution order affects the peak memory usage of internal
tensors, Compare(𝑎, 𝑏) calculates the peak memory usage of 𝑎 → 𝑏

and 𝑏 → 𝑎 sequences and compares them. This comparison is sub-
optimal in the two predecessors. Previous work [19, 31, 50] proposes
execution scheduling algorithms to reduce peak memory usage,
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Figure 7: Skip connection optimization example

and we will develop our scheduling algorithm by augmenting them.
FindReduced returns lconv as a leaf node using IsLConv (Lines 1
to 7) that returns whether the layer type is a convolution with 1× 1
kernel and increases the channel size. In Figure 7a, FindReduced(b)
returns [b=relu(a), a=conv1.lconv(a2)].

Back to Algorithm 1, TeMCO calculates computation and mem-
ory overheads of copying restore layers. The Overhead function
(Lines 1 to 9) calculates FLOPS and peak memory usage of restore

Algorithm 1: Skip connection optimization
Input :An ordered tensor node list 𝐿 in SSA form
Output :Skip-connection-optimized tensor node list𝑂

// PRED(𝑣,𝐺 ): predecessor list of 𝑣 in 𝐺

// SUCC(𝑣,𝐺 ): successor list of 𝑣 in 𝐺

// DISTANCE(𝑎,𝑏 ): distance of two node 𝑎, 𝑏

// SIZE(𝑣): tensor size of 𝑣 by shape inference

// FLOPS(𝑣): FLOPS of 𝑣 by calculating weight sizes

1 Function Overhead(n,l):
2 𝑐 ← 0, 𝑚 ← 𝑆𝐼𝑍𝐸 (𝑛)
3 for e in 𝑙 .𝑙𝑖𝑠𝑡 do
4 𝑐 ← 𝑐 + FLOPS(e)
5 end
6 for p in PRED(n,G) do
7 𝑚 ←𝑚 + SIZE(p)
8 end
9 return 𝑐 ≤ COMPUTE_THRESHOLD and 𝑙 .𝑝𝑒𝑎𝑘 ≤ 𝑚

10 𝑙𝑖𝑣𝑒 ← {},𝑂 ← 𝐿,𝐺 ← PDG(L) // program dependence graph

// Tensor liveness analysis

11 for 𝑛 in 𝐿 do
12 𝑙𝑖𝑣𝑒 [𝑛] .𝑏𝑒𝑔𝑖𝑛 ← 𝑛

13 for 𝑝 in PRED(𝑛,𝐺 ) do
14 𝑙𝑖𝑣𝑒 [𝑝 ] .𝑒𝑛𝑑 ← 𝑛

15 end
16 end

17 for 𝑛 in 𝐿 do
// Identify skip connections with distance

18 𝑑 ← DISTANCE(𝑙𝑖𝑣𝑒 [𝑛] .𝑏𝑒𝑔𝑖𝑛, 𝑙𝑖𝑣𝑒 [𝑛] .𝑒𝑛𝑑 )
19 if 𝑑 >DISTANCE_THRESHOLD then

// Find reduced tensors and restore operations

20 𝑙 ← FindReduced(𝑛,𝐺 )
// Calculate overheads

21 if Overhead(n,l) then
22 for 𝑠 in SUCC(n) do

// Insert operations 𝑙 before 𝑠

23 𝑂 ← InsertBefore(O,s,COPY(l.list))
24 end
25 end

layers. If the length of the restore layer list is long and requires
many layers to restore the skip connection, or the peak memory
usage of copying the layers is much higher than not copying the
layers, the algorithm decides not to copy the layers. Currently, the
computation threshold is set to FLOPS of the corresponding parts
of the original model without decomposition.
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Algorithm 2: Find restore layers and reduced tensors
Input :A tensor node 𝑣, a program dependence graph𝐺
Output :Results 𝑟𝑒𝑠 of reduced tensor node list, size, peak memory

usage

1 Function IsLConv(𝑣):
2 𝑜𝑝 ← OP(𝑣) // operator of 𝑣

3 if 𝑜𝑝.𝑡𝑦𝑝𝑒 = 𝑐𝑜𝑛𝑣 then
4 if 𝑜𝑝.𝑘𝑒𝑟𝑛𝑒𝑙_𝑠𝑖𝑧𝑒 = 𝑜𝑝.𝑠𝑡𝑟𝑖𝑑𝑒 = (1, 1) then
5 if 𝑜𝑝.𝑜𝑢𝑡_𝑐ℎ𝑎𝑛𝑛𝑒𝑙𝑠 > 𝑜𝑝.𝑖𝑛_𝑐ℎ𝑎𝑛𝑛𝑒𝑙𝑠 then
6 return True
7 return False

8 Function Compare(𝑎, 𝑏):
9 return 𝑎.𝑠𝑖𝑧𝑒 + 𝑏.𝑝𝑒𝑎𝑘 < 𝑏.𝑠𝑖𝑧𝑒 + 𝑎.𝑝𝑒𝑎𝑘

10 Function Peak(𝑙 , 𝑣):
11 𝑝𝑒𝑎𝑘 ← 0, 𝑟𝑒𝑠𝑖𝑑𝑒𝑑 ← 0
12 for 𝑒 in 𝑙 do
13 𝑝𝑒𝑎𝑘 ← MAX(𝑟𝑒𝑠𝑖𝑑𝑒𝑑 + 𝑒.𝑝𝑒𝑎𝑘, 𝑝𝑒𝑎𝑘 )
14 𝑟𝑒𝑠𝑖𝑑𝑒𝑑 ← 𝑟𝑒𝑠𝑖𝑑𝑒𝑑 + 𝑒.𝑠𝑖𝑧𝑒
15 end
16 return← MAX(𝑟𝑒𝑠𝑖𝑑𝑒𝑑 + SIZE(𝑣), 𝑝𝑒𝑎𝑘 )

17 Function FindReduced(𝑣,𝐺):
18 if IsLConv(v) then
19 𝑟𝑒𝑠.𝑙𝑖𝑠𝑡 ← [𝑣 ]
20 𝑟𝑒𝑠.𝑠𝑖𝑧𝑒 ← SIZE(𝑣)
21 𝑟𝑒𝑠.𝑝𝑒𝑎𝑘 ← SIZE(𝑣) + SIZE(PRED(𝑣,𝐺 ) [0] )
22 return 𝑟𝑒𝑠

23 else
24 𝑝𝑟𝑒𝑑𝐿𝑖𝑠𝑡 ← []
25 for 𝑛 in PRED(𝑣,𝐺 ) do
26 𝑝𝑟𝑒𝑑𝐿𝑖𝑠𝑡 ← 𝑝𝑟𝑒𝑑𝐿𝑖𝑠𝑡 ∪ FindReduced(n,G)
27 end
28 𝑜𝑟𝑑𝑒𝑟𝑒𝑑𝐿𝑖𝑠𝑡 ← ORDER(Compare, 𝑝𝑟𝑒𝑑𝐿𝑖𝑠𝑡 )
29 𝑟𝑒𝑠.𝑙𝑖𝑠𝑡 ← CONCAT(𝑒.𝑙𝑖𝑠𝑡 for 𝑒 in 𝑜𝑟𝑑𝑒𝑟𝑒𝑑𝐿𝑖𝑠𝑡 ) ∪ [𝑣 ]
30 𝑟𝑒𝑠.𝑠𝑖𝑧𝑒 ← SIZE(𝑣)
31 𝑟𝑒𝑠.𝑝𝑒𝑎𝑘 ← Peak(𝑜𝑟𝑑𝑒𝑟𝑒𝑑𝐿𝑖𝑠𝑡, 𝑣)
32 return 𝑟𝑒𝑠

33 end

After evaluating computation and memory overheads, TeMCO
copies the restore layers and inserts them before the use of the
skip connections (Line 23). In Figure 7, the compiler copies a =
conv1.lconv(a2) and b = relu(a) and inserts before e (renaming
a to a’ and b to b’). Finally, the compiler replaces the skip connec-
tion of tensor b with the compressed tensor a2, whose channel size
is smaller than that of the original skip connection. As a result, the
skip connection optimization reduces peak memory usage.

3.2 Activation Layer Fusion
Although the compiler optimizes the skip connections, the orig-
inal tensors still reside in the model (Figure 8a), which take the
large portion of peak memory usage as described in Section 2.2.
Therefore, TeMCO fuses a non-decomposed activation layer with
neighboring decomposed convolutions to reduce peak memory us-
age of internal tensors. To clarify our definition, activation layer
fusion means the fusion of a lconv-activation-fconv sequence, not

a1  = conv1.fconv(in)

a2  = conv1.cconv(a1)

a   = conv1.lconv(a2)

b   = relu(a)

c1  = conv2.fconv(b)

c2  = conv2.cconv(c1)

c   = conv2.lconv(c2)

d   = relu(c)

a’  = conv1.lconv(a2)

b’  = relu(a’)

e   = concat(d,b’)

f1  = conv3.fconv(e)

f2  = conv3.cconv(f1)

f   = conv3.lconv(f2)

out = relu(f)

return out

a1  = conv1.fconv(in)

a2  = conv1.cconv(a1)

c1  = lconv1_relu

      _fconv2(a2)

c2  = conv2.cconv(c1)

c3  = lconv2_relu

      _fconv3_1(c2)

a3  = lconv1_relu

      _fconv3_2(a2)

f1  = add(c3,a3)

f2  = conv3.cconv(f1)

f   = conv3.lconv(f2)

out = relu(f)

return out

(a) Residual connection opt. model

(b) Fused model

Figure 8: Activation fusion example

the fusion [3, 27] of a convolution-activation pair, nor the activation
data compression [5, 14] in deep learning training.

The fused kernel does not allocate output and input internal
tensors (Output1 and Input2 in Figure 3b) and performs the com-
putations with the reduced tensors only (Figure 5). In Figure 8, the
compiler fuses conv1.lconv, relu, and conv2.fconv into lconv1_
relu_fconv2. As a result, the fused kernel does not use the original
tensors (a, b) and only uses the reduced tensors (a2, c1).

In between lconv and fconv, there are non-decomposed acti-
vations like ReLU [2], SiLU [7], and pooling layers. These non-
decomposed layers are element-wise and perform their layers on all
elements in tensors. Because fconv conducts convolutions on each
resulting channel and accumulates the multiplied results, all the
individual activation-applied values are required to produce correct
results. Therefore, a compiler cannot reorder lconv-activation-fconv
sequences nor omit one of these layers. To fuse these sequences,
this work implements GPU-parallelized fused kernels with CUDA.

Listing 1 briefly describes a fused kernel implementation of lconv-
relu-fconv and lconv-relu-pool-fconv in Figure 5. This work imple-
ments the fused kernel to perform parallelized operations over 𝐶3,
𝐻 , and𝑊 dimensions. Here, lconv and fconv are channel-wise 1× 1
convolutions, which restores and reduces each channel, respec-
tively. The fused kernel first performs nested and tiled convolutions
of lconv on input tensor IN and weight tensor W1, resulting in the
output channel𝐶′. With the accumulated result v1, the fused kernel
second applies activation relu and saves the result into a tile tile.
If a pooling layer is included in the fusion, the fused kernel applies
the pooling pool over 𝐻 and𝑊 dimensions in the tile tile. After
applying activation and pooling, the fused kernel performs 1 × 1
convolution over the channel 𝐶′ and updates the result v3 to the
output tensor OUT. Listing 1 illustrates a fused kernel of both with
and without pooling layers, but the actual implementation has an
individual kernel of each case.

The fused kernel does not allocate the whole size of the original
tensor Output1 and Input2; instead, the kernel uses tiled buffers
tile in the shared memory. This means applying activation layer
fusion can skip allocating the original internal tensors and reduce
peak memory usage.
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1 Tensor fused_kernel(
2 Tensor IN,W1,B1,W2,B2,int p=1){
3 /* T: tile size
4 bx,by,bz: block idx of x,y,z dimension
5 tx,ty,tz: tile idx of x,y,z dimension
6 p: kernel size of pooling layer ,
7 p<2 for no pooling */
8 c2 = bx*T + tx; //index of C' with x
9 h = by*T + ty; //index of H' with y
10 w = bz*T + tz; //index of W' with z
11 v3 = B2[c2]; //load bias
12 for(i=0; i<C/T; i++){
13 v1 = B1[c]; //load bias
14 for(j=0; j<C1/T; j++){
15 //load IN and W1 into tile
16 tileIN[tx][ty][tz] = IN[j*T+tx][h][w];
17 tileW1[tx][ty] = W1[i*T+tx][j*T+ty];
18 __syncthreads ();
19 // perform lconv
20 for(k=0; k<T; k++)
21 v1 += tileIN[k][ty][tz]* tileW1[tx][k];
22 __syncthreads ();
23 }
24 // perform activation and load W2
25 tile[tx][ty][tz] = relu(v1);
26 tileW2[tx][ty] = W2[c2][i*T+ty];
27 __syncthreads ();
28 // perform pooling
29 if(p>=2){
30 v2 = pool(tile[tx][p*ty][p*tz],...,
31 tile[tx][p*ty+p-1][p*tz+p-1]);
32 __syncthreads ();
33 tile[tx][ty][tz] = v2;
34 __syncthreads ();
35 }
36 // perform fconv
37 for(l=0; l<T; l++)
38 v3 += tile[l][ty][tz]* tileW2[tx][l];
39 __syncthreads ();
40 }
41 // update result to OUT
42 OUT[c2][h][w] = v3;
43 return OUT;
44 }

Listing 1: Pseudo code of fused kernels

3.3 Layer Transformation
TeMCO optimizes the layers alongside a concatenation layer and
an add layer that merges skip connections by applying concatena-
tion layer transformation. deep learning models with skip connec-
tions [11, 34] use concatenation layers to accumulate skip connec-
tions, The concatenation layer in the original decomposed model
concatenates the decompressed internal tensors in the channel di-
mension (Figure 9b). Because the concatenated original tensors take
a large portion of the peak memory usage, the compiler transforms
concatenation-fconv sequences to apply activation layer fusion.

In Figure 9b, a fconv layer is a 1 × 1 convolution that performs
convolution for each channel row with length 𝐶 +𝐶′ in the con-
catenated tensor. The concatenation layer concatenates two input
tensors over the channel dimension. We can divide the channel
row vector and the weight matrix regarding the channel 𝐶 and 𝐶′.
If we apply convolutions for each divided channel row with the
corresponding weights and add the results (Figure 9c), the result
is the same as applying convolution over the original channel row
with the original weights (Figure 9b). In other words, the compiler
safely transforms the concatenation-convolution sequence into the
convolution-add sequence. After transforming the concatenation,
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Figure 9: Transformations for a concatenation layer

the compiler can apply activation layer fusion for each sequences,
generating two fused kernels.

On the other hand, the concatenation-convolution sequence can
be transformed into Figure 9a by merging lconvs and applying
concatenation on input reduced tensors. To generate weights of
merged lconv, the compiler locates the weights in the diagonal
positions and adds zero padding on the rest of the weight tensor.
This transformation is applicable when the two sequences have
the same activations. By applying this transformation, weight sizes
increase, but the compiler can make a single lconv-activation-fconv
sequence. This transformation reduces the computation overheads
of calling numerous fused kernels.

ResNet and ResNet-based models [8, 33] use add layers when
accumulating skip connections on ResNet blocks. An add sequence
in the form of Figure 9c can be transformed to Figure 9a. If the
compiler transforms the add sequence to themerged lconv sequence,
the compiler can apply activation layer fusion on the sequence.
By adopting these layer transformations, this work extends the
applicability of activation layer fusion and thus reduces the peak
memory usage for tensor-decomposed models.
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Figure 10: Peak memory usage of the 10 models’ inferences

4 EVALUATION
4.1 Experimental Setup
This work implements a prototype compiler of TeMCO with Py-
Torch 2.2 [30] and fused kernels (Section 3.2) with CUDA. As evalu-
ation hardware, this work uses Ryzen 9 3950X with 128 GB memory
and RTX 4090 with 24 GB GPU memory. Benchmark sets include
image classification of AlexNet [17], VGG [37], ResNet [8] and
DenseNet [11] and image segmentation of UNet [34]. Image classifi-
cation uses the ILSVRC 2012 [35] dataset, and image segmentation
uses the Carvana [36] dataset. This work applies Tucker decom-
position [39] to the 10 models with a decomposition ratio of 0.1
and uses the decomposed models as a baseline denoted as Decom-
posed in the following graphs. Since AlexNet and VGG do not have
skip connections, this work only applies activation layer fusion
for the models represented as Fusion. This work applies both skip
connection optimization and layer fusion to models such as ResNet,
DenseNet, and UNet, which have skip connections, and evaluates
the effect of skip connection optimization without and with layer
fusion, indicated as Skip-Opt and Skip-Opt+Fusion, respectively.
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Figure 11: End-to-end inference time of the 10 models

4.2 Peak Memory Usage
Thisworkmeasures the peakmemory usage of end-to-end inference
of 10 models with 4-batch inference. Figure 10 shows the peak
memory usage by weight and internal tensors.

Compared to the original model, this work reduces memory
usage of internal tensors by 75.7% in geomean. For AlexNet and
VGG, TeMCO fully benefits from activation layer fusion, reducing
memory usage of internal tensors by 49.4% and 90.7%, respectively.
For ResNet, TeMCO reduces memory usage of internal tensors by
30.7% because ResNet has deep-depth skip connections, inducing a
high amount of computations to copy restore layers. To alleviate
this effect, skip connection optimization selectively optimizes the
skip connections based on the overhead comparison. On the other
hand, DenseNet reduces 54.0% of internal tensor size because it
has numerous skip connections. UNet has an hourglass structure
with skip connections, so TeMCO reduces 79.3% the memory usage
of internal tensors. For DenseNet and UNet, the skip connection
optimization copies the restore layers, the layer transformation
merges the lconv, and the layer fusion finally generates a fused
kernel. Merging lconv requires more memory space for weights but
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Figure 12: Accuracy of 10 model’s inference

reduces the total peak memory usage by reducing the number of
fused kernels. Consequently, TeMCO allows the reduction of the
internal tensor sizes and avoids the out-of-memory problem for
complex deep learning architectures.

4.3 Inference Time
Figure 11 shows the end-to-end inference of the 10 models with
CPU and GPU time. The inference time of the optimized models is
1.08× and 1.70× longer than the decomposed models in batch size
4 and 32, respectively.

For AlexNet and VGG, activation layer fusion reduces CPU over-
heads because the number of layer calls is reduced. Since the fused
kernel performs tiled operations for large inputs, the GPU over-
heads of the fused kernels increase as the batch size increases. As
the depth of the model increases, the model has more fused ker-
nels, causing more computational overheads. For DenseNet and
UNet, skip connection optimization causes CPU overheads because
it copies restore operations, increasing the number of layer calls.
Layer fusion and transformation reduce CPU overheads by reduc-
ing the number of layer calls, but GPU overheads increase as batch
size and model depth increase.

4.4 Accuracy
Figure 12 shows top-5 accuracy for AlexNet, VGG, ResNet, DenseNet,
and dice score [36] for UNet. The compiler optimizations of TeMCO
do not drop the accuracy of decomposed models because they pre-
serve the original semantics of the models. This work applies de-
compositions with a decomposition ratio of 0.1 and performs direct
training for this evaluation. Previous work [42, 45] proposes train-
ing schemes for decomposed models for high accuracy. If a tensor
decomposition scheme provides a pre-trained decomposed model,
TeMCO can reduce the peak memory usage by internal tensors
while preserving their accuracy.

5 RELATEDWORK
Tensor decomposition:Most tensor decomposition methods on
deep learning models aim to achieve speedups and reduce computa-
tional costs while maintaining the accuracy drops in the tolerance
range. Prior work employs rank-1 expansion [13], SVD [20, 38],

CP decomposition [10, 18], Tucker decomposition [42, 44], Tensor-
Train (TT) decomposition [24, 26, 28], and Tensor-Ring (TR) decom-
position [46] to convolutions. While the previous work focuses on
leveraging accuracy and speedup trade-offs using tensor decomposi-
tion methods, this work reduces memory usage by internal tensors
of decomposed model inference. Furthermore, TeMCO’s optimiza-
tion schemes are applicable to decomposition methods [10, 28, 39]
that decompose convolutions into 2-dimensional factor matrices
and core convolutions.

Internal tensors memory usage reduction: Previous work [4,
15, 48] proposes methods to reduce memory usage of deep learning
devices through kernel division. These proposed methods divide
layers into iterations of sub-operations and merge the results of the
sub-operations into one. In this way, the methods overcome the
limits of scratchpad memory on accelerators. This work will im-
prove the performance of fused kernels by applying these methods
and generalizing the implementation to CPU and accelerators.

Previous work [19, 31, 50] proposes layer scheduling to mini-
mize memory usage. The layer scheduling affects the peak memory
usage of internal tensors because the liveness of tensors depends
on the execution order of the operations. The compiler of this work
performs skip connection optimizations and reorders the execution
scheduling of the layers. This work can further reduce memory
usage by finding optimal execution scheduling from previous work.

Internal tensor compression is also discussed in the field of deep
learning training. Previous work [5, 14] proposes compressed train-
ing schemes that compress internal tensors between inference and
weight updates. However, the compressed internal tensors should
be decompressed to apply weight updates or further operations, and
then the memory usage peaks when performing these operations.
On the other hand, the fusion scheme of this work provides fused
kernels that perform computations with reduced tensors without
restoring them. The skip connection optimization of this work can
be extended to training the decomposed models to reduce memory
usage by long-lived internal tensors.

6 CONCLUSION
This work proposes tensor memory compiler optimization schemes
called TeMCO that reduce the memory usage of internal tensors in
decomposed model inference. TeMCO replaces skip connections
with reduced tensors by applying static analysis and copying pre-
decessor restore operations. TeMCO also fuses decomposed factor
matrix convolutions and non-decomposed activations to perform
computations with the reduced tensors without restoring them.
This work shows that the prototype compiler reduces memory us-
age of internal tensors by 75.7% for 10 decomposed models of 5
deep learning architectures.
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